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Federated Learning (FL) and Federated Unlearning (FU)
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Figure: Illustration of federated learning and federated unlearning processes.
Federated Learning

▶ Step I (Global model broadcasting): The server distributes
the current global model wt to the participating clients.

▶ Step II (Local model training): Each client i trains its local
model using the global model wt and computes its update
as gt

i = 1/|Bt
i |
∑

k∈Bt
i
∇Li(w

t, Di,k). Here, Di,k ∼ Di repre-
sents the k-th training example in the mini-batch Bt

i at client
i. Client i then transmits gt

i back to the server.
▶ Step III (Global model updating): Once the server receives

the model updates from the clients, it applies a specific ag-
gregation rule, ARR, to combine these updates into a global
model update, which is then used to update the global model
accordingly: wt+1 = wt − η · ARR{gt

i : i ∈ [n]}, where η is
the learning rate.

Poisoning Attacks to Federated Learning An attacker can dis-
rupt the training process of an FL system by gaining control over
certain malicious clients. These could either be fake clients in-
jected by the attacker or benign clients that have been compro-
mised. Poisoning attacks include untargeted and targeted attacks.
Federated Unlearning Machine unlearning is a growing area of
research focused on developing methods to erase specific data
points from a model after training. Recently, limited research has
focused on federated unlearning, which aims to mitigate the influ-
ence of malicious clients after the global model has been trained.
Unlike machine unlearning, which eliminates specific training data,
FU is concerned with removing all clients from the system.

BadUnlearn and UnlearnGuard

BadUnlearn
▶ Objective: Ensure the unlearned model remains poisoned

(similar to the original compromised model).
▶ Attack Strategy:

min ∥#w − ARR{gt
i : i ∈ [n]}∥2

where ARR{gt
i : i ∈ [n]} denotes the aggregated model up-

date after the attack during the FU process, #w denotes the
learned model. Let B represent the set of malicious clients;
then for each malicious client k ∈ B, we have gt

k = #w + ϵψ
(where ϵ is a scaling factor and ψ is a perturbation vector,
typically defined as ψ = −sign(#w)).

UnlearnGuard
▶ UnlearnGuard-Dist: A distance-based calibration technique

designed to minimize estimation errors:
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▶ UnlearnGuard-Dir: A direction-based calibration method:
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Our UnlearnGuard methods aim to unlearn an accurate global
model by removing the influence of malicious clients after they are
detected at the end of the FL process.

Result
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Figure: Impact of degree of Non-IID, percentage of malicious clients during FU, and the number of r.

Table: Results of FU methods on the MNIST dataset, where the attacker manipulates both FL and FU processes.
Attack FL Attack FU ARR FedRecover UnlearnGuard-Dist UnlearnGuard-Dir

Trim attack

No attack
FedAvg 0.05 0.06 0.05
Median 0.11 0.14 0.09
TrMean 0.15 0.12 0.06

Trim attack
FedAvg 0.06 0.07 0.06
Median 0.15 0.14 0.10
TrMean 0.16 0.15 0.07

BadUnlearn
FedAvg 0.24 0.07 0.06
Median 0.39 0.14 0.09
TrMean 0.23 0.14 0.06

Attack FL Attack FU ARR FedRecover UnlearnGuard-Dist UnlearnGuard-Dir

Backdoor
attack

No attack
FedAvg 0.05 / 0.00 0.02 / 0.00 0.02 / 0.00
Median 0.12 / 0.01 0.11 / 0.01 0.10 / 0.00
TrMean 0.07 / 0.00 0.06 / 0.00 0.06 / 0.00

Trim attack
FedAvg 0.06 / 0.01 0.03 / 0.01 0.03 / 0.00
Median 0.12 / 0.00 0.12 / 0.00 0.11 / 0.00
TrMean 0.04 / 0.00 0.06 / 0.00 0.05 / 0.00

BadUnlearn
FedAvg 0.04 / 0.98 0.03 / 0.01 0.03 / 0.00
Median 0.10 / 0.02 0.13 / 0.00 0.12 / 0.00
TrMean 0.08 / 0.03 0.07 / 0.00 0.07 / 0.00
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